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Abstract—The conventional method of estimation of emotion in speech has the 3 steps. First, researchers collect a lot of human speech. Next, researchers get speech features from human speech using frequency analysis and calculate the statistical value of them. Finally they make a classifier from the statistical value using a learning algorithm. Most researchers consider the collection of human speech, feature selection and learning algorithm to increase the validity of estimation. But the validity of estimation is not high. In this paper, we propose the 3 new methods to enhance the conventional method of estimation of emotion in speech. First method is that we use synthetic speech to make a classifier. Second method is that we use not only mean and maximum but also Standard Deviation (SD), skewness and kurtosis to make a classifier. Third method is that we use the classifier for each emotion. In order to evaluate our approach, we did experiments. Experimental results show the possibility in which our approach is effective for improving the former method.
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I. INTRODUCTION

This paper describes how to extract emotion in human speech. When people talk with others, people focus on not only words in speech but also speech features like intonation, accent, speed and loudness. These features show speaker’s emotion which affects the meaning of speech. Psychologists show the relationship between emotion and speech features [1].

In order to enhance man machine interface using speech, we should focus on user’s emotion. Researchers try to estimate emotions in human speech For example, Murray et al. searched for general qualitative acoustic correlates of emotion in speech[2]. Picard shows the correlation of human speech effect and emotion factor[3]. In the Sociable Machines Project of MIT[4], they show the effect of emotions on human voice. This project tries to develop an expressive anthropomorphic robot called Kismet that engages people in natural and expressive face-to-face interaction. Oudeyer chose to focus on speaker-dependant emotion recognition and his team tries to estimate emotion in speech using the statistical value of features and some data mining techniques [5].

We can find a conventional method of estimation of emotion in speech from exist works. This method has the 3 steps. First, researchers collect a lot of human speech. When researchers collect them, they request speakers to express a certain emotion in speech. Speakers try to act like actors or actresses. Next, researchers get features from human speech using frequency analysis. They usually get power and the fundamental frequency as features and calculate the statistical value of them, for example, mean and maximum value. The reason why they calculate the statistical value is that the length of each human speech is different. Finally, they make a classifier from the statistical value using a learning algorithm. Regression trees, artificial neural network, support vector machine, principal component analysis are well-known learning algorithms. Emotion estimated by a classifier is one of emotions defined by researchers. In order to the validity of emotion, researches change the collection of human speech, feature selection, learning algorithms and so on. But the validity of estimation is not high. There are some problems in this method. For instance, we had not known which features are useful for estimation of emotion in speech, yet. It is a hard work for most examinee to express the certain emotion in speech. In order to improve the validity of estimation and the ability of human computer interaction, we should enhance the method.

As mentioned above, there are some researches for estimation of emotion in speech. But research for estimation of emotion in speech is still young as opposed to estimate of emotions with facial expression [6][7].

In this paper, we propose the following 3 new methods to the conventional method. First method is that we use synthetic speech to make a classifier. Second method is that we use not only mean and maximum but also Standard Deviation (SD), skewness and kurtosis as the statistical value of speech features. In this method, we focus on power and the fundamental frequency in speech as speech features for estimation like the
conventional method. Third method is that we use the classifier for each emotion.

Next section describes our approach in detail. Section 3 describes experiments and results. Section 4 presents discussion about our approach according to experimental results. And we show future works in Section 5.

II. THE APPROACH TO ENHANCE THE CONVENTIONAL METHOD OF ESTIMATION OF EMOTION IN SPEECH

In order to enhance the conventional method of estimation of emotion in speech, we propose the following 3 methods: Using speech synthesize, Adding SD, skewness and kurtosis to the statistical value of features and Using the classifier for each emotion. Table.1 shows the difference between a conventional method and our approach. We explain these methods more detail in this section.

A. Using Speech Synthesize

We need human speech data in a conventional method. It is a hard work for researchers. For example, human speech includes noise. Researchers need a lot of time to collect speech. And, it is difficult for most examinee to express certain emotion like as actors or actress. In order to reduce the load of this work, we use speech synthesize. We can use some speech synthesize software like Microsoft Speech SDK [8] and Festival [9]. So it is not difficult to synthesize various speeches. Most software, however, do not have an emotion expression facility. But, in order to make a classifier, we need to know emotion expressed in each speech. So, we put emotion labels on synthetic speeches based on evaluation by people using the following method. We synthesize some speeches from same phrase. But, parameters like pitch, speed and volume are different each other. People estimate emotion in speech and answer it. If an emotion is estimated by more than half of judges, we put the emotion label on the speech. There are some strong points in this method. One is that data does not include noise. The other is that evaluating synthetic speech is easier than expressing the certain emotion in speech. In addition, it is not difficult for researchers to collect many data.

B. Adding SD, Skewness and Kurtosis

In conventional method, we get power and the fundamental frequency from each speech as features using frequency analysis. And we calculate mean and maximum of these features. We use them to make a classifier. In our approach, we calculate SD, skewness and kurtosis in addition to mean and maximum value. These values show the shape of frequency distribution of features. The viewpoint that SD, skewness and kurtosis show differs from the viewpoint that mean and maximum value show. So we guess these statistical values as useful for making a classifier. It is not a hard work to calculate these values.

C. Using the classifier for each emotion

We use only one classifier for every emotion in conventional method. This classifier tries to estimate one of emotions. We think that people express some emotions in speech at once. Speech features mix the feature based on each emotion. The relation between features and emotion is very complex. It is difficult to estimate emotion using one classifier. We make the classifier for each emotion. Each classifier is specialized one emotion and shows whether there is the emotion in human speech. We regard the set of prediction values gotten by classifiers as emotion in speech. When we want to estimate only one emotion in speech, we estimate emotion which has the maximum value of the prediction value. If we cannot select one emotion based on the prediction value, we do not estimate emotion in speech.

III. EXPERIMENTS

A. Overview of our experiments

In order to evaluate our approach, we did 2 experiments. In first experiment, we estimate emotion in acting human speech using the conventional method and our approach. We evaluate our approach based on the comparison of them. In this paper, acting human speech means that people try to express the certain emotion in speech. In second experiment, we estimate emotion in natural human speech using the conventional method and our approach. In this paper, natural human speech means that people speak without requests. We evaluate our approach by same method in 1st experiment. We describe experiment in detail as following paragraphs.

We talk about parameters of these experiments. Emotion (Emotion Labels): We use “joyful”, “anger”, “hate”, “fear”, “sadness” and “surprise” as emotion in experiments. We selected them according to Ekman’s work [10] Acting Human Speech: We recorded that a man in his twenties spoke 15 phrases with 6 above-mentioned emotions individually. The number of speech is 90. Speech Synthesize: To synthesize speech, we use SMARTTALK [11] developed by Oki Electric Industry Co., Ltd. We made the synthetic speech of 29 patterns. Each pattern used different parameter values. In order to put emotion labels on these speeches, 4 women and 5 men in twenties evaluated them. We picked up speech that more than half of them

<table>
<thead>
<tr>
<th>Item</th>
<th>Conventional method</th>
<th>Our Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Data</td>
<td>Human Speech</td>
<td>Synthetic Speech</td>
</tr>
<tr>
<td>Features</td>
<td>Power Fundamental frequency</td>
<td>Power Fundamental frequency</td>
</tr>
<tr>
<td>Statistics value</td>
<td>Mean, Maximum</td>
<td>Mean, Maximum, Standard Deviation, Skewness, Kurtosis</td>
</tr>
<tr>
<td>Num. of Classifiers</td>
<td>1</td>
<td>Num. of Emotions</td>
</tr>
</tbody>
</table>
answered emotion as training data for making a classifier.

**Speech Features** : We get power and the fundamental frequency using Wavesurfer [12]. This software is an open source developed by the School of Computer Science and Communication, the Royal Institute Technology in Sweden.

**Learning Algorithm** : We use making Regression Trees and Linear Discriminant Analysis (LDA) as a learning algorithm to make a classifier. We use functions in R language [13] to execute these algorithms. We use Rpart (Recursive Partitioning and Regression Trees) function and Tree function to make a regression tree. Rpart function differs from the Tree function mainly in its handling of surrogate variables. To make a regression tree, we use Deviance in Tree function and Gini index in Rpart function, individually.

**Natural Human Speech** : We recorded utterance of a man in his twenties, when he played a board game with a negotiation phase. In this case, we did not request him to express emotion in speech intentionally. After recording, he putted emotion labels on his own utterance by himself. We regard utterances as natural human speech and use them in 2nd experiment.

We show the number of speeches we use experiments in Table.2.

We estimate emotion in acting human speech using the conventional method and our approach. There are 15 speech data for each emotion. We made 5 data sets from them. Each data set includes 12 speeches for each emotion. We use them to make a classifier.

These speeches are training data. We use remaining speeches to evaluate a classifier. Remaining speeches are test data. That is, we make a classifier using 72 speeches and evaluate it using 18 speeches. On the other hand, we use synthetic speeches for making a classifier only. We use above-mentioned test data to evaluate the classifier. We have 8 Patterns to make a classifier. Table.3 shows them. Pattern A is the conventional method. So we compare the results using pattern A with others. The shading in the table.3 indicates using our approach.

<table>
<thead>
<tr>
<th>ID</th>
<th>Training Data</th>
<th>Num. of Classifier</th>
<th>The Statistical value of Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Human</td>
<td>1</td>
<td>Mean, Maximum</td>
</tr>
<tr>
<td>B</td>
<td>Human</td>
<td>1</td>
<td>Mean, Maximum, SD,Skewness,Kurtosis</td>
</tr>
<tr>
<td>C</td>
<td>Synthetic</td>
<td>6</td>
<td>Mean, Maximum</td>
</tr>
<tr>
<td>D</td>
<td>Synthetic</td>
<td>6</td>
<td>Mean, Maximum, SD,Skewness,Kurtosis</td>
</tr>
<tr>
<td>E</td>
<td>Synthetic</td>
<td>1</td>
<td>Mean, Maximum</td>
</tr>
<tr>
<td>F</td>
<td>Synthetic</td>
<td>1</td>
<td>Mean, Maximum, SD,Skewness,Kurtosis</td>
</tr>
<tr>
<td>G</td>
<td>Synthetic</td>
<td>6</td>
<td>Mean, Maximum</td>
</tr>
<tr>
<td>H</td>
<td>Synthetic</td>
<td>6</td>
<td>Mean, Maximum, SD,Skewness,Kurtosis</td>
</tr>
</tbody>
</table>

C. The Result of 2nd Experiment s

We estimated emotion in natural human speech in 2nd experiment. The difference between 1st and 2nd experiments is test data for evaluation a classifier. Table.5 shows the result of 2nd experiment. Pattern name is same in 1st experiment.

The result of 2nd experiment differs from the result of 1st experiment. The result depended on a learning algorithm. The validity of pattern B is almost same as the validity of pattern A. The validity of pattern C and D are almost higher than the validity of pattern A. The validity of pattern E, F, G and H are higher than the validity of pattern A expects using Tree function.

<table>
<thead>
<tr>
<th>Pattern (ID)</th>
<th>Learning Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>53.3% 57.8% 56.7%</td>
</tr>
<tr>
<td>B</td>
<td>58.9% 64.4% 60.0%</td>
</tr>
<tr>
<td>C</td>
<td>54.4% 56.7% 54.4%</td>
</tr>
<tr>
<td>D</td>
<td>57.8% 57.8% 56.7%</td>
</tr>
<tr>
<td>E</td>
<td>16.7% 5.6% 15.6%</td>
</tr>
<tr>
<td>F</td>
<td>16.7% 18.9% 22.2%</td>
</tr>
<tr>
<td>G</td>
<td>33.3% 10.0% 17.8%</td>
</tr>
<tr>
<td>H</td>
<td>33.3% 10.0% 47.8%</td>
</tr>
</tbody>
</table>

Table.3: Patterns for Making a Classifier

Table.4: The Validity of Estimation in 1st Experiment

IV. DISCUSSION

A. Using speech synthesize

According to 1st experiment, the validity of a classifier using...
synthetic speech (pattern E,F,G,H) are low. We cannot say that this method is useful for estimation of emotion in speech. We guess that the number of data influences the validity. The number of synthetic speech is smaller than the number of acting human speech in 1st experiment.

On the other hand, the result of 2nd experiment shows that this method is useful for estimation of emotion in speech at using Rpart and LDA. We think that the reason why this method is better than conventional method at using Rpart and LDA is the following. This method is similar to the way which method is better than conventional method at using Rpart and LDA. We think that the reason why this method is useful for estimation of emotion in speech at human speech in 1st experiment.

We cannot say that number of synthetic speech is smaller than the number of acting synthetic speech (pattern E,F,G,H) are low. We cannot say that number of data influences the validity. The number of synthetic speech is smaller than the number of acting synthetic speech. We need a lot of synthetic speech.

B. Adding SD, Skewness and Kurtosis

The validity of estimation using mean, maximum, SD, skewness and kurtosis (Pattern B,D,F,H) is higher than the validity of estimation using mean and maximum (Pattern A,C,E,G) in all case. So using SD, skewness and kurtosis is useful for the estimation of emotion. We guess that these features show the shape of distribution and give good viewpoint to discriminate emotion. In order to improve this method, we should consider that we use other speech features and the other statistical value to estimate emotion.

C. Using the classifier for each emotion

The validity of estimation using the classifier for each emotion is higher a little than the validity of estimation using a classifier for every emotion. Especially, the effect is big in the natural human speech. We think the reason as following. Human speech includes more than one emotion. Using the classifier for each emotion tries to estimate each emotion in speech, individually. So this method matches the way which people estimate emotion in human speech. This experimental results show that our hypothesis is true. But the validity is not high, yet. We should improve this method to enhance the validity.

D. Analysis Experimental Results

Table 6(a)(b) shows the validity of estimation for each emotion in 1st and 2nd experiment. There is a difference between the validity of estimation of every emotion. We guess that the validity depends on the number of training data for a classifier. So we calculated a correlation coefficient between the validity and the number of data. But this value say the correlation between them is weak expects using Speech Synthesize and Tree function.

The shading in the table 6 indicates Maximum value of the validity of estimation of emotion. These values are more than 60% expects Joyful and Surprise in 2nd experiment. The result shows that we can improve the validity of estimation by using combination speech features and learning algorithms for each emotion. We think that experimental results show our approach is useful for estimation of emotion in human speech. But the number of data in experiments is small. We should collect data more and consider combination features in speech and learning algorithms for each emotion.

### Table 6(a): The Validity of Estimation for Each Emotion

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Experiment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Training Data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human</td>
<td>20</td>
<td>27</td>
<td>20</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Synthetic Speech</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Mean</td>
<td>47</td>
<td>60</td>
<td>47</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Maximum</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>SD</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Skewness</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
</tbody>
</table>

* jo=Joyful, an=anger, ha=hate, fe=fear, sa=sadness, su=surprise

** RT=Rpart, TR=Tree  LDA = Linear Discriminant Analysis
E. Next Step for Estimate Emotion

These experimental results show that synthetic speech evaluated by people is useful for making a classifier. The reason is that we evaluate synthetic speech from the standpoint of a listener. In exists method, researcher evaluate training data from the standpoint of a speaker and evaluate a classifier from the standpoint of a listener. There is a difference between the standpoint of a listener and the standpoint of a speaker. So the validity of estimation is not high. On the other hand, if researchers use synthetic speech, they make training data from the standpoint of a listener and evaluate a classifier from the viewpoint of a listener. So, synthetic speech is useful for estimation of emotion in speech.

Our goal is estimation of emotion in speech in real time. However, our present proposed method is insufficient to this goal. In order to enhance our method, we are considering focusing on syllable defined by phoneme.

V. Conclusion

To enhance the conventional method of estimation of emotion in speech, we propose the following 3 methods: Using speech synthesize, Adding SD, skewness and kurtosis as statistical value of features to make a classifier, Using the classifier for each emotion. Experimental results show the possibility in which our approach is effective for enhancement the conventional method. Future works of our research are the following. We collect synthetic speech and put emotion labels on them. We reconsider how to estimate emotion in speech based on the results of experiments. For example, which features do we focus on? Which combination features and learning algorithms do we use? We have to reconsider evaluation of our approach and do it, too. And we have to consider emotion that we try to process, again. People express and estimate more than one emotion in human speech. So we should think processing multi emotions in speech to develop better human computer interaction.
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Table 6(b): The Validity of Estimation for Each Emotion

<table>
<thead>
<tr>
<th>*</th>
<th>Training Data</th>
<th>Human</th>
<th>Synthetic Speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>**</td>
<td># of Classifiers</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Maximum</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Skewness</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>*</td>
<td>Kurtosis</td>
<td>N</td>
<td>Y</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2nd Experiment</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT</td>
<td>11</td>
<td>7</td>
<td>6</td>
<td><em>34</em></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>TR</td>
<td>13</td>
<td>16</td>
<td>10</td>
<td>29</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>LDA</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>19</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>RT</td>
<td>10</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>TR</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>75</td>
<td>0</td>
<td>75</td>
</tr>
</tbody>
</table>
| | LDA | 0 | 0 | 0 | 5 | 0 | 0 | 0 | 0%
| | | % | % | % | % | % | % | % |
| RT | 11 | 17 | 14 | 14 | 100 | 100 | 100 | 100 |
| | TR | 11 | 14 | 17 | 26 | 0 | 71 | 29 | 14 |
| | LDA | 6 | 23 | 17 | 20 | 29 | 0 | 29 | 100 |
| | | % | % | % | % | % | % | % |
| RT | 100 | 100 | 87 | 73 | 0 | 0 | 0 | 0 |
| | TR | 100 | 100 | 87 | 80 | 0 | 0 | 0 | 0 |
| | LDA | 0 | 0 | 0 | 7 | 7 | 0 | 100 | 0 |
| | | % | % | % | % | % | % | % |
| RT | 27 | 27 | 27 | 13 | 0 | 0 | 0 | 0 |
| | TR | 20 | 33 | 33 | 33 | 67 | 0 | 33 | 0 |
| | LDA | 27 | 0 | 20 | 0 | 33 | 0 | 33 | 33 |
| | | % | % | % | % | % | % | % |
| RT | 24 | 24 | 20 | 0 | 0 | 0 | 0 | 0 |
| | TR | 24 | 4 | 48 | 32 | 0 | 0 | 0 | 0 |
| | LDA | 28 | 16 | 40 | 36 | 0 | 0 | 0 | 0 |

* jo=Joyful, an=anger, ha=hate, fe=fear, sa=sadness, su=surprise
** RT=Rpart, TR=Tree  LDA = Linear Discriminant Analysis
Masaki Kurematsu received his B.Eng degree in computer science from Shizuoka University, Japan in 1991. He received his M.Eng degree in computer science from Shizuoka University, Japan in 1993 and Ph.D. degrees in computer science from Shizuoka University, Japan in 1996. He is currently an Associate Professor in Faculty of Software and Information Science at Iwate Prefectural University, Japan, from 2002. Before joining in Iwate Prefectural University in 1998 as a Lecturer, he worked as a part-time officer in Iwate Prefectural government in 1997. From 1995 to 1996, he was a researcher at Japan Society for the Promotion of Science. His research interests include estimating emotion in speech and speech synthesis with emotion. His research interests include knowledge engineering, ontology engineering, information retrieval and advanced natural language processing, too.

Jun Hakura received the B. Eng degree, a specialization in precision engineering from Hokkaido University, Japan in 1990, and the M. Eng degree from the Graduate School of Hokkaido University, Japan in 1992. He received Ph.D. degree in Engineering from the same university in 1997. He is currently an Associate Professor in Faculty of Software and Information Science, and also in Graduate School of Software and Information Science, Iwate Prefectural University, Japan, from 2002. Before joining in Iwate Prefectural University in 1998 as a Lecturer, he worked as a Research Associate at Complex System Engineering Lab. in Hokkaido University. From 1992 to 1994, he worked for Toyota Industries Corporation where he worked on automatic guided vehicles. He has more than 35 reviewed papers published in proceedings of international conference or journals. His research interests are cognitive mechanisms for artifacts, intelligent human interface, and artificial adaptive systems.

Hamido Fujita received his Ph.D from Tohoku University, Sendai, Japan on 1988. He worked at Tohoku University as visiting Professor on late eighties, and then joined University of Tokyo, RCAST as Associate Professor, on 1990-1993, and then he moved to Canada, as visiting Professor at the University of Montreal, IRO, till 1997. He then moved becomes on of the committee to establish Iwate Prefectural University on 1997. Then he has joined Iwate Prefectural University, Faculty of Software and Information Science, as professor and head of Information System Division. He was a committee of Establishing Graduate School of Software Science, of IPU. Also, he is the founder of SOMET organization. He published many books and journal papers, and participated in many conferences worldwide. Also, he gave invited talks at many universities worldwide. He published books on new software methodologies in IOS press. He guest edited several special issues on International Journal of Knowledge based systems, Elsevier. Also he guest edited Transaction of Internet Research. He is currently heading a cognitive Miyazaka Kenji project on Intelligent HCI.